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Abstract

The problem of detection of label-noise in large datasets is investigated. We consider applications where data are susceptible to label error and a human expert is available to verify a limited number of such labels in order to cleanse the data. We show the support vectors of a Support Vector Machine (SVM) contain almost all of these noisy labels. Therefore, the verification of support vectors allows efficient cleansing of the data. Empirical results are presented for two experiments. In the first experiment, two datasets from the character recognition domain are used and artificial random noise is applied in their labeling. In the second experiment, a large dataset of plankton images, that contains inadvertent human label error, is considered. It is shown that up to 99% of all label-noise from such datasets can be detected by verifying just the support vectors of the SVM classifier.

1. Introduction

The presence of label-noise has an adverse effect on the performance of classifiers [15, 2]. In this paper, we present a procedure for cleansing training data that contains label-noise using a human in the loop.

The problem of mitigating the effects of the mislabeled instances of training data was previously approached from several directions. One well-studied approach was to filter unreliable training data before using the data to train a classifier. Such methods for filtering used the nearest neighbor algorithm [25, 22], AdaBoost [6], decision trees [15], and wide-margin classifiers [21]. More general (not-classifier specific) methods [3, 24] included an ensemble of classifiers voting in consensus or majority setups to filter the data. In all those approaches, the filtering was performed by comparing the classification results on the training set with the actual labels. While in many cases performance of classifiers increased after such filtering, these procedures could filter valid instances of training data which represented exceptions.

Another line of research focused on the problem of mitigation of negative effects of the presence of noise on the performance of the classifier without removing the noise instances from the training data. Different methods for that were focused on using AdaBoost [16] and large-margin classifiers. Many such methods [20, 13, 1] resulted in robust classifiers which demonstrated good handling of noisy data on several artificial and real datasets. The broad idea common to these methods is to minimize the overall error caused label noise.

In our approach, we are neither trying to automatically clean the training dataset, nor we are trying to automatically mitigate the poor performance of the classifier by optimization of underlying learning algorithm. Instead, we are considering the situation with a human in the loop, where an expert will examine a limited number of instances of training data to either confirm the label or correct it. We choose a small set of the training data represented by support vectors of the SVM classifier built on the original noisy training data as a subset that most likely contains all of the noise. In that, our approach is somewhat similar in idea to large margin-based active learning approaches where an instance of unlabeled data with important learning consequences is iteratively presented to an expert for labeling [5, 23, 17]. In their selection strategy, they use the distance to the current hyperplane to iteratively identify examples [11, 12] to present to a human for labeling. The output of each step, which is likely to be a support vector, is added to the current training set and is used to select another unlabeled instance in the next iteration. Our approach of active noise cleansing deals with
a labeled set assuming the presence of noise, requires only a few iterations for training of the SVM classifier, and, usually, achieves a major set of label corrections in the first iteration. We demonstrate the validity of this approach on two real datasets that contain artificially introduced label-noise, and also on a dataset that contains unintentional label error. We show that up to 99% of label-noise can be detected just by verifying the support vectors of the trained SVM classifier.

2. Algorithm

The algorithm is based on the hypothesis that incorrectly labeled data-points are likely to be chosen as support vectors. The argument for such behavior is supported by the optimization procedure for SVM parameters [4]. The process is based on the number of correctly separated samples of training data by a hyperplane, parameters of which are sought. Since the support vectors describe the hyperplane, it is likely that the more complex the boundary is the more support vectors are needed to describe it. The assumption used here is that the samples with incorrectly assigned labels infiltrate the samples with correctly assigned labels. Thus, the optimization process aimed at carving out the precise boundary for an accurate separation will create a more complex boundary compared to the case of the optimization of an SVM on the same data with all correct labels. Hence, by validating each support vector using the expert’s knowledge, it is possible to detect (and update) a large number of incorrectly labeled training data by reviewing only a fraction of the training data. Remaining label-noise is potentially reduced even further in subsequent iterations of this process. Overall, the algorithm is described as follows:

1. Train a binary SVM classifier. If the training set contains multiple classes use a one-versus-one strategy.
2. Collect all examples that were identified as a support vector for each pair.
3. Have an expert validate each of these examples, updating its label if necessary.
4. Repeat Steps 1 - 3 until no further label error is found.

In our implementation of the described algorithm, all SVM classifiers for each possible binary class combinations are created using the one-versus-one strategy. A class label is assigned by a majority vote. In the case of a tie among classes, the probability parameter of the SVM is used to select the class label. The feature selection process consists of two steps: initial SVM parameter tuning and binary feature selection. The parameters (γ, C, A) of the SVM are optimized by performing a grid-search with a given interval across the training dataset [19]. Using the SVM parameters determined in the first stage of the selection process, binary class feature selection (BFS) [10] is performed using wrappers [9, 18]. Each combination of features and SVM parameters was evaluated using 5-fold cross validation [26] and the classification accuracy on the training set was used to guide the selection process further. In cases, where the classification accuracy was equal for several evaluated sets, the correctness of probability (CPP) [14] was used to rank the sets.

All the examples that have been identified as support vectors were reviewed by the expert and re-labeled if necessary. This entire process was then repeated until none of the support vectors contain label error. In our simulated experiments below, two iterations were sufficient for removing 99% of all label noise.

3. Experiments

The validity of this approach was demonstrated empirically on two categories of datasets: datasets that contained artificially introduced label-noise, and also on one that contained unintentional label error.

3.1 Character Recognition Datasets

First, we evaluated the algorithm on data that contained artificially added label-noise. For this experiment, we chose two letter recognition datasets. The first dataset, UCI Letter Recognition dataset [8], had 20,000 instances, 16 features, and 26 classes (capital letters from A to Z). The classes in the dataset were approximately balanced, i.e. each class had approximately 700-800 instances each. We split the dataset into three parts. The training set had 12,000 instances randomly picked from the original dataset. The test partition had 4,000 instances, randomly picked from the original dataset minus the training set. The remaining part of the original set was left for a future validation.

After exploratory classification, we selected two classes, letters “H” and “R” that had the most confusion during classification. In the training set, for these two classes we introduced noise in the amount of 10%, 20%, and 30% the size of those classes (for three different experiments). The label-noise was introduced by switching labels between a pair of instances of these two classes. Thus, in an experiment with 10% label-noise, 10% of the instances of class “H” got the label “R”, and 10% of the instances of class “R” got the label
### UCI Letter Recognition Dataset

<table>
<thead>
<tr>
<th>Iteration</th>
<th>Total # SV</th>
<th>Noise switches (both letters)</th>
<th>Class 'H' noise SV detected</th>
<th>Class 'R' noise SV detected</th>
<th>Total noise SV detected</th>
<th>% of noise detected (Accum.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>463.2</td>
<td>90 (10%)</td>
<td>236.33</td>
<td>44.77</td>
<td>226.86</td>
<td>44.93</td>
</tr>
<tr>
<td>2</td>
<td>265.76</td>
<td>0.3 (after 1st iter.)</td>
<td>131.7</td>
<td>0.06</td>
<td>134.07</td>
<td>0.06</td>
</tr>
<tr>
<td>1</td>
<td>604.33</td>
<td>180 (20%)</td>
<td>307.76</td>
<td>89.433</td>
<td>296.56</td>
<td>89.63</td>
</tr>
<tr>
<td>2</td>
<td>264.26</td>
<td>0.93 (after 1st iter.)</td>
<td>131.36</td>
<td>0.5</td>
<td>132.9</td>
<td>0.36</td>
</tr>
<tr>
<td>1</td>
<td>707.36</td>
<td>270 (30%)</td>
<td>361.1</td>
<td>132.53</td>
<td>346.26</td>
<td>133.2</td>
</tr>
<tr>
<td>2</td>
<td>268.3</td>
<td>4.26 (after 1st iter.)</td>
<td>133.2</td>
<td>2.4</td>
<td>135.1</td>
<td>1.7</td>
</tr>
</tbody>
</table>

### MNIST Dataset

<table>
<thead>
<tr>
<th>Iteration</th>
<th>Total # SV</th>
<th>Noise switches (both digits)</th>
<th>Class '9' noise SV detected</th>
<th>Class '7' noise SV detected</th>
<th>Total noise SV detected</th>
<th>% of noise detected (Accum.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1072.2</td>
<td>200 (10%)</td>
<td>535.03</td>
<td>98.83</td>
<td>537.16</td>
<td>98.86</td>
</tr>
<tr>
<td>2</td>
<td>419.7</td>
<td>2.41 (after 1st iter.)</td>
<td>196.56</td>
<td>0.9</td>
<td>223.13</td>
<td>0.9</td>
</tr>
<tr>
<td>1</td>
<td>1378.36</td>
<td>400 (20%)</td>
<td>682</td>
<td>194.83</td>
<td>696.36</td>
<td>194.26</td>
</tr>
<tr>
<td>2</td>
<td>422.6</td>
<td>10.91 (after 1st iter.)</td>
<td>207.4</td>
<td>5.03</td>
<td>212.5</td>
<td>5.4</td>
</tr>
<tr>
<td>1</td>
<td>1582.83</td>
<td>600 (30%)</td>
<td>781.56</td>
<td>248.93</td>
<td>801.26</td>
<td>285.2</td>
</tr>
<tr>
<td>2</td>
<td>487.166</td>
<td>29.87 (after 1st iter.)</td>
<td>236.8</td>
<td>14.46</td>
<td>250.36</td>
<td>14.26</td>
</tr>
</tbody>
</table>

Table 1: Results of label-noise reduction on the UCI Letter Recognition and MNIST datasets. Label-noise between the classes corresponding to letters 'H' and 'R' (for UCI dataset) and digits '9' and '7' (for MNIST) was randomly introduced in the amount of 10%, 20%, and 30%. Noise detection/correction was performed by reviewing the support vectors of the SVM classifier between 'H' and 'R' (for UCI) and '9' and '7' (for MNIST) over two iterations.

Experiments with 20% and 30% noise had a similar setup. An SVM classifier between these two classes was built using an RBF kernel and SMO optimizer. The instances of the training data that were selected as the support vectors were examined by a human to verify the correctness of label-assignment. In order to exclude the possibility of a skewed result caused by a favorable random selection of instances of those classes undergoing a label switch, we repeated the experiment 30 times. Thus, 30 different training sets were created for each 10%, 20%, and 30% label-noise setup and 30 SVM classifiers have been built for each of the three setups.

Table 1 shows the description of relevant parts of the classifier: number of instances used for support vectors (averaged from 30 different sets), number of noisy labels in the training set, number of noisy labels selected as support vectors as determined by a human after examination, and percentage of detected label-noise examples to all label-noise in the dataset. The results show 99% of the noisily labeled instances from the training set did show up in the support vectors. After correction of such label-noise in the dataset, a second iteration of the procedure removed almost all remaining label-noise.

The second dataset, MNIST Digit Recognition dataset [8], had 60,000 instances, 784 features (pixel values), 10 classes (digits from 0 to 9). The classes in the dataset are approximately balanced. We split the dataset into three parts. The selected 10,000 instances randomly picked from the original dataset for the training set. The test part had another 10,000 instances, randomly picked from the original MNIST dataset after the training set was removed.

Similar to the first experiment we selected the most confused classes, digits ‘9’ and ‘7’. In the training set for these two classes, we introduced 10%, 20%, and 30% noise for three experiments. In order to exclude the possibility of a skewed result caused by a favorable random selection of instances of those two classes, we repeated the experiment 30 times: built 30 SVM classifiers for each of the three setups between these two classes and reviewed the instances of training data that were selected as the support vectors.

Similarly, 99% of the noise examples introduced in the training set became the support vectors. Some difference in performance on the two datasets was observed in the first iteration of the algorithm. For the MNIST dataset the first iteration of the algorithm was less accurate. For example, for MNIST dataset with 30% of the noise there was still 5% of label-noise undetected. However, the second iteration of the algorithm brought the total performance to 99%, as seen with UCI
3.2 Plankton Dataset

The experiment with the Plankton dataset represented a more practical application of data cleansing, because the label-noise naturally occurred in the data. The dataset was created from the images collected for a project to discern oil droplets from plankton using the SIPPER platform (Shadow Imaging Particle Profiler and Evaluation Recorder) [7] during trips to the site of the Deepwater Horizon Oil Spill. The dataset had 36 classes. Most of the classes represented the plankton population, with the rest of the classes belonging to noise, air bubbles, and suspected oil droplets from the spill. The Plankton dataset was composed of 8,537 particles, which represented less than 0.5% of all image data during the cruise to the spill-affected area. The oil droplet class had 1,072 instances, comprising 12.49% of the particles in the dataset. The decision to label each particle was made based on a visual analysis of the particle, with the knowledge available to marine science experts. The noise in assigning labels was a result of fatigued human experts due to the large amount of required visual examination of similar looking particles.

The Plankton dataset was used as the training and test set for exploratory classification using a SVM classifier (ensemble consisting of 630 individual binary classifiers between all classes) to determine the class that had the most confusion with the class of primary interest - the oil droplet class. This class turned out to be the air-bubble class.

In the first part of the experiment, the support vectors of the individual binary SVM classifier corresponding to the classification decision of oil droplets vs. air-bubbles were examined in several iterations. If any of the support vectors belonging to the oil-droplet class were found to carry an incorrect label, the label was corrected and a new SVM classifier built on the updated Plankton dataset. The binary SVM classifier that was built on the initial Plankton dataset had 18 support vectors corresponding to the oil droplet class. After reviewing them, six support vectors were found to be mislabeled. After correcting the labels a new SVM classifier was built and the second iteration for reviewing the support vectors was performed. In total, three iterations of reviewing the support vectors were required to ensure that all the support vectors had all their labels correctly assigned, seven mislabeled particles were found during the first two iterations.

In the second part of the experiment, all 1,072 instances of the original uncorrected oil droplets from the Plankton dataset were independently examined by marine science experts to see if label-noise is evident. Seven instances of incorrectly assigned oil droplets were identified and they matched exactly the label-noise instances found using SVM-based approach. Thus, the same result for label-noise reduction was obtained by examining 51 instances of support vectors (in three iterations) as opposed to the full set of 1,072 instances, which is less than 5% of samples in the class.

Another interesting observation was that although in the first part of the experiment we only reviewed the support vectors of a single binary SVM classifier corresponding to the decision between the classes oil droplet vs. air bubble, it allowed detection of label-noise not necessarily related to air-bubbles. Out of the seven mislabeled oil droplets only four were air bubbles. The other three belonged to other classes, but they were still absorbed into support vectors of the described binary SVM classifier.

4. Conclusions

In this paper, we empirically showed that in order to help detect the examples of training data which have incorrectly assigned labels, the support vectors of the SVM classifier trained on such a noisy dataset need to be verified. By reviewing and, if necessary, updating the label of each support vector, it is possible to detect almost all (up to 99%) noise artificially applied to the character recognition datasets. On a dataset that contained images of plankton with inadvertent noise, we were able to detect all incorrect samples in the class of interest by reviewing only 5% of the data. Thus, the described approach helps to significantly reduce the effort needed to remove label-noise from data.
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